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A B S T R A C T

Geological Disposal Facilities (GDF) for radioactive waste will generally rely on clay-rich materials as a
host geological formation and/or engineered barrier. Gas will be produced within the GDF, which can build
up significant gas pressure and will activate the migration of gas through the clay materials via different
transport mechanisms. These transport mechanisms are usually investigated in laboratory tests on small clay
samples of a few centimetres. In this paper, a new Pneumo-Hydro-Mechanical (PHM) Finite Element model to
simulate gas migration in saturated clay samples of this scale is presented. In the proposed modelling approach,
continuum elements are used to represent the mechanical and flow processes in the bulk clay material, while
zero-thickness interface elements are used to represent existing or induced discontinuities (cracks). A new
triple-node PHM interface element is presented to achieve this. The performance of model is illustrated with
synthetic benchmark examples which show the ability of the model to reproduce observed PHM mechanisms
leading to propagation of cracks due to the gas pressure (gas fracturing).
1. Introduction

High-level radioactive waste (HLW) exists throughout the world,
mainly as a result of power generation. It is a long-lasting waste,
characterised by low volumes but high level of radioactivity. The most
likely long-term solution for HLW is the disposal in stable geological
layers in the deep subsurface. Clay and claystone are considered as
potential host rocks for geological disposal of HLW in several countries.
Clay-based materials are also expected to be used in engineered barriers
in about all repository designs under development.

Over the lifespan of a Geological Disposal Facility (GDF), a large
amount of gas is expected to be produced as a result of metal corrosion,
water radiolysis and bio-degradation (Ortiz et al., 2002). Due to the
very low permeability of the engineered and natural clay barriers, high
gas pressure may develop inside the GDF. The migration of gas under
these conditions may have detrimental effects on the effectiveness
of the clay barriers to prevent the transport of radionuclides to the
biosphere.

As proposed by Marschall et al. (2005), four basic gas transport
mechanisms in clay-based materials are distinguished based on phe-
nomenological considerations (Fig. 1): (i) advection and diffusion of
gas dissolved in the pore water, (ii) visco-capillary two-phase flow, (iii)
dilatancy controlled gas flow (pathway dilation), and (iv) gas transport
along macroscopic tensile fractures (gas fracturing). The activation
and prevalence of each of these mechanisms depend not only on the
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hydraulic and mechanical properties of the clay (permeability, gas-
entry value, mechanical strength, etc.), but also on the gas pressure at
the injection locus and the hydro-mechanical state of the clay (i.e. pore
pressure and stress state).

In Fig. 1, the four mechanisms are schematically illustrated for a
Representative Elementary Volume (REV) of clay. The REV is consid-
ered to be initially fully saturated with a pore liquid phase at a pressure
𝑝𝑤. Dissolved gas is present in the liquid phase at a concentration
characterised by an equivalent gas phase pressure 𝑝𝑔 (smaller than
𝑝𝑤) through Henry’s law. The material is considered to be initially
under a compressive stress state determined by the total maximum and
minimum principal stresses 𝜎1 and 𝜎3. Gas is produced in or injected to
the REV at a constant rate and with an evolving injection pressure 𝑝̄𝑔 .

Upon gas injection, the first gas transport mechanism which occurs
is diffusion of dissolved gas (Fig. 1, i). The process is mainly governed
by Henry’s law and Fick’s law. If a liquid pressure gradient is developed,
the dissolved gas is also transported by the advective flow of the pore
water. The gas injection pressure (𝑝̄𝑔) grows until the rate at which
gas is evacuated by the diffusion/advection mechanism equalises the
gas injection rate, reaching at this point a steady state. As long as
the injection pressure remains low, diffusion/advection is the only
gas transport mechanism, the sample remains fully saturated and the
effective stress field within the sample remains unaltered. However,
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Fig. 1. Gas transport processes in water saturated clay depending on the relation between the injection pressure 𝑝̄𝑔 with the state variables 𝑝𝑤 (liquid phase pressure), 𝑝𝑔 (gas
phase pressure), and 𝜎3 (minimum compressive principal stress), and the material properties 𝑝𝑒𝑣 (gas-entry value) and 𝑓𝑡 (tensile strength). Adapted from Marschall et al. (2005).
if the injection pressure grows beyond certain threshold values, other
transport mechanisms will be activated.

The visco-capillary two-phase flow is characterised by the displace-
ment of pore water in the clay by a gas phase under the strong influence
of viscous and capillary forces (Fig. 1, ii). This transport process is
activated as soon as the difference between the gas and the liquid
phase pressures, i.e. the capillary pressure 𝑝𝑐 , is greater than the gas-
entry value 𝑝𝑒𝑣, a material property determined by the pore structure
of the clay. Once the gas-entry value is exceeded, the gas mobility is
controlled mostly by the intrinsic permeability 𝑘, the retention proper-
ties, and the relative permeability function of the clay. As gas invades
the clay pores, the effective pore pressure increases and, consequently,
the effective compressive stress in the REV is reduced. This leads to
changes in the pore structure, which in turn drives changes in the
transport and retention properties. As long as these changes remain
small and reversible (elastic), the transport regime is still considered
to be visco-capillary two-phase flow.

In contrast, the dilatancy controlled gas flow is the mechanism
whereby gas pressure induces localised consolidation and/or microfrac-
tures, such that the porosity is locally enhanced, leading to significant
increase in permeability and reduction of the gas-entry value (Cuss
et al., 2014) (Fig. 1, iii). Due to the micro-scale variability of the
mechanical clay properties, microfractures may form before the pore
pressure reaches the minimum principal stress (Marschall et al., 2005),
i.e. under macroscopic compression. The gas pressure threshold for the
development of this mechanism (𝑝∗𝑔 , in Fig. 1) has not been clearly
determined yet. It is speculated that 𝑝∗𝑔 is a function not only of the
pore liquid pressure, the macroscopic stress state and the macroscopic
material parameters, but also of the spatial distribution of the hydro-
mechanical properties at lower scales of observation, which would in
turn determine a non-uniform effective stress field in the sample. Some
time-dependency of 𝑝∗𝑔 associated to local creep or consolidation may
also be expected. Moreover, visual examination of samples after gas
migration tests (centimetre-scale samples) indicated that the dilatancy
controlled gas flow does not develop uniformly across the sample
section but concentrates on some preferential paths (Volckaert et al.,
1995; Harrington et al., 2012).

Finally, gas fracturing refers to the gas-driven formation of macro-
scopic fractures when the gas pressure reaches the sum of the minimum
principal stress (𝜎3) and the material tensile strength (𝑓𝑡) (Fig. 1, iv).
The fractures will propagate in the plane normal to the minimum
principal stress. Gas flow along these fractures can be seen mainly as
a single-phase flow process controlled by the increase of the fracture
transmissivity with the cube of the fracture aperture (cubic law).

For an exhaustive literature review on gas transport mechanisms
in clayey materials, the reader is referred to the recent report on the
state of the art of the HORIZON 2020 project EURAD, Work Package
Gas (Levasseur et al., 2021).
2

Due to the complexity of these processes, the use of numerical
models has become usual for the interpretation of experimental re-
sults. Different models have been proposed. In most cases, Finite El-
ement Method (FEM) two-phase Hydro-Mechanical (HM) models are
used (e.g. Alonso et al., 2006; Olivella and Alonso, 2008; Arnedo
et al., 2008, 2013; Gerard et al., 2014; Gonzalez-Blanco et al., 2016;
Damians et al., 2020; Xu et al., 2013; Guo and Fall, 2018; Dagher et al.,
2019; Yang et al., 2020). In these models, the porosity, the intrinsic
permeability and/or the gas-entry value are not constant but evolving
with the material strain state (Alonso et al., 2006; Olivella and Alonso,
2008; Arnedo et al., 2008, 2013; Gerard et al., 2014; Gonzalez-Blanco
et al., 2016; Damians et al., 2020; Xu et al., 2013; Dagher et al., 2019;
Yang et al., 2020) or the gas pressure (Xu et al., 2013). The expressions
governing these evolutions are proposed empirically (Dagher et al.,
2019; Xu et al., 2013) or are derived from assumptions regarding
the presence of discontinuities in the material matrix (Alonso et al.,
2006; Olivella and Alonso, 2008; Arnedo et al., 2008, 2013; Gerard
et al., 2014; Gonzalez-Blanco et al., 2016; Damians et al., 2020; Yang
et al., 2020). An exception within this modelling approach is the
double porosity and double effective stress model proposed by Fall and
co-workers (2018, 2021a, 2021b) for modelling dilatancy controlled
gas flow. This model considers the clay material as consisting of two
overlapping but independent continua (the cracked continuum and
the porous continuum). The interaction between the two sub-continua,
resulting from the water exchange and the porosity transformation
between pores and cracks, determines the permeability and the water
retention properties of the material.

Simpler modelling approaches have been also proposed, such as FE
purely hydraulic two-phase models (Senger et al., 2008, 2018) and
Finite Volume HM single-phase (gas) models (Chittenden et al., 2020),
which have shown to be able to match experimental data. In Senger
et al. (2008, 2018), it is considered that the intrinsic permeability of
the clay increases with the gas pressure based on empirical functions.
In Chittenden et al. (2020), it is assumed that gas flow only occurs
through emerging capillary tubes open by compressing the solid (clay
and immobile interlayer water) when gas pressure exceeds a threshold
stress, which depends on the total stress of the system. Under these
assumptions, expressions of the gas permeability and porosity as func-
tions of the gas pressure and the total stress are obtained. By reducing
the number of degrees of freedom of the problem, the computational
cost of these models is significantly smaller than that of the coupled
HM two-phase models. However, this is done at the expense of reducing
the applicability of these models to situations where the assumptions
regarding the neglected degrees of freedoms are valid.

It is noteworthy that only the models where material heterogeneity
is explicitly accounted for Delahaye and Alonso (2002), Alonso et al.
(2006), Arnedo et al. (2008, 2013), Senger et al. (2018) and Damians
et al. (2020) were able to reproduce the formation of preferential
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gas flow pathways. In the remaining models, the alteration of the
solid skeleton by the gas pressure and the consequent variation of
permeability and gas-entry value does not lead to a localisation of the
advective gas flow.

Although the possibility of tensile cracks due to the gas pressure
is considered in some of the previous models, this is done in an
implicit way. In the Embedded Fracture Models (Alonso et al., 2006;
Olivella and Alonso, 2008; Arnedo et al., 2008, 2013; Gerard et al.,
2014; Gonzalez-Blanco et al., 2016; Damians et al., 2020), tensile
strains are converted into equivalent crack apertures by assuming a
crack density (number of cracks per unit length) which is given as
a material parameter. The gas flow along the cracks is not explicitly
represented but implicitly considered by increasing the intrinsic per-
meability and decreasing gas-entry value of the integration where the
tensile strains are developed. To the best of the authors’ knowledge, the
only model that explicitly considers the propagation of gas fractures in
clay-based materials is the Phase Field (PF) model proposed by Guo
and Fall (2019). Parting from a typical FEM two-phase HM model,
an additional scalar auxiliary variable called PF is used to regularise
the sharp discontinuity produced by tensile cracks as diffuse crack
zones. Cracked zones receive the same treatment as the intact zones
(two-phase flow porous medium) but with distinct material parameters.
A regularisation parameter 𝑙 determines the width of the transition
etween intact and cracked zones. The smaller the 𝑙 parameter, the
etter the representation of the crack. Moreover, a reasonable accuracy
f the crack topology approximation requires FE meshes with element
ize smaller than 𝑙∕2 (Miehe et al., 2010). Due to these restrictions, the
odel requires very fine FE meshes for a good representation of cracks.

Of the previously referred models, only Alonso et al. (2006), Olivella
nd Alonso (2008), Arnedo et al. (2008, 2013), Gerard et al. (2014),
onzalez-Blanco et al. (2016), Damians et al. (2020) and Dagher et al.

2019) consider the diffusion–advection of dissolved gas in the pore
ater simultaneously with the other gas transport mechanisms. The
ther models neglect the contribution of the diffusion–advection of
issolved gas to the overall gas migration process.

In this paper, a numerical model is outlined which aims at sim-
lating gas injection tests in small samples of few centimetres in
rder to aid the interpretation of experimental results. The model has
he distinctive characteristic of explicitly representing the gas fractur-
ng mechanism via a discrete fracture approach, in combination with
dvection–diffusion of dissolved gas and visco-capillary two-phase flow
n the bulk clay material.

In the following section, the main aspects and the background of the
roposed modelling approach are described. Sections 3 to 5 summarise
he formulation of the model. The model performance is illustrated with
enchmark examples in Section 6. Concluding remarks on the model
chievements of the model are provided in the final section.

. Modelling approach

The gas migration in water saturated clay is modelled in 2D and
sothermal conditions using a Pneumo-Hydro-Mechanical (PHM) for-
ulation discretised with FEM. In the proposed modelling approach,

ontinuum elements are used to represent the mechanical and flow
rocesses in the bulk clay material, while zero-thickness interface ele-
ents are used to represent existing or induced discontinuities (cracks).
he interface elements are introduced a priori in between the contin-
um elements, thereby providing a set of potential propagation paths
or cracks (Fig. 2). The constitutive laws of the interface elements
re such that, as long as they remain closed, they do not have any
ignificant effect on the overall hydro-mechanical response of the mod-
lled clay sample. However, when a certain mechanical threshold is
eached (e.g. the tensile strength) and the interface element starts to
pen, localised mechanical and flow processes are triggered. Similar
pproaches can be found in the literature for modelling hydraulic
racturing of rocks (Carrier and Granet, 2012; Nguyen et al., 2017;
3

Fig. 2. Introduction of zero-thickness interface elements in a conventional FE mesh.
Adapted from Rueda-Cordero et al. (2019a).

Rueda-Cordero et al., 2019b,a) and concrete cracking due to chemo-
mechanical processes (Idiart et al., 2011a,b; Liaudat et al., 2020). In
addition, interface elements can be used to represent interfaces between
different materials (e.g. the contact between a clay sample and steel
cells used in lab tests) or existing discontinuities (e.g. bedding planes).

This approach has the conceptual advantage of treating the con-
tinuum and discontinuities as two separate (though connected) sub-
domains within the clay material. In that way, different (though con-
sistent) mechanical and flow constitutive laws can be used for the
continuum porous medium and for the induced cracks or pre-existent
discontinuities, allowing a more realistic representation of the effect of
discontinuities in the clay material.

As a negative counterpart, cracks can only develop at the pre-
established lines where the interface elements have been inserted. This
is a discretisation of a continuum problem. In reality, the potential
cracking paths for a given boundary value problem are infinite, such
that the propagation of cracks will form the pattern that requires
exactly the minimum mechanical work. In contrast, with the proposed
modelling approach the cracking pattern will be the one that requires
the least mechanical work among the set of potential patterns provided
by the adopted FE mesh with interface elements. This pattern is not
necessarily the one requiring the minimum minimorum mechanical
work for the boundary value problem considered, but it will be the
closest among the available options. In that way, the refinement of the
FE mesh makes it possible to more closely approximate the actual crack-
ing pattern, and, therefore, the proposed modelling approach is mesh
convergent. Nonetheless, previous studies of cracking processes with
this approach, though considering cement-based materials, suggested
that the macroscopic response is not significantly influenced by the
precise location of the cracks as long as the initial layout of interfaces is
‘reasonable’, i.e. it includes all major potential cracking paths without
excessive tortuosity (López, 1999; Carol et al., 2001; López et al., 2008).
In any case, a post-process analysis of the evolution of the stress state in
the continuum elements and a mesh sensitivity analysis must be always
conducted to assess the suitability of the proposed mesh and propose a
new discretisation, if needed.

The interface elements adopted for this model are of the triple-
node type (Fig. 2). The top and bottom face nodes, which are shared
with the adjacent continuum elements, have four degrees of freedom
(𝑥, 𝑦 coordinates, liquid phase pressure 𝑝𝑤, and gas phase pressure
𝑝𝑔), while inner nodes have only two (𝑝𝑤 and 𝑝𝑔). (Interface elements

of the double-node type are those which only have nodes on the top
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and bottom faces.) The insertion of these elements in conventional
FE meshes is performed with a separate programme which has been
developed adapting the algorithm proposed by Nguyen (2014).

The flow problem is treated in the typical theoretical framework
for isothermal two-phase flow in porous medium, considering two
chemical species (water and gas) and two fluid phases (liquid and gas
phases). The liquid phase includes both liquid water and dissolved
gas species, while the gas phase only comprises gas species, i.e. water
vapour is not considered.

The mechanical problem is treated with an updated Lagrangian
formulation, i.e. geometric non-linearity is taken into account. Finite
strain theory is considered for the continuum elements, though small
tangential relative displacements are assumed for the discontinuities.
In the latter, a node-to-node discretisation of the contact area is used.
In a first approach, simple constitutive laws are considered for both
types of elements. The continuum medium is assumed to behave linear-
elastically, while a simple bilinear elasto-damage law is used for the
discontinuities, which is formulated in terms of relative displacements
rather than strains. Note that the use of a cohesive-type constitutive
relation to represent fracture leads to an automatic regularisation from
the viewpoint of objectivity of the mechanical (fracture) problem with
mesh refinement (Carol et al., 2001), which is a significant advantage
of the proposed modelling approach. In establishing the equilibrium
equation, quasi-static conditions are assumed, i.e. dynamic forces are
neglected. Since the model will be mainly used to simulate injec-
tion tests in samples of a few centimetres, body (gravity) forces are
neglected.

The coupling between the mechanical and the flow formulations
occurs in both directions. On one hand, the fluid phase pressures and
the saturation degree are introduced in the mechanical equilibrium
equation through the principle of effective stress. On the other hand,
the flow properties (gas-entry value, storage capacity, longitudinal
transmissivity and diffusivity) vary dramatically, governed largely by
the mechanical aperture of the discontinuity. To deal with these strong
couplings, a monolithic (fully coupled) numerical implementation is
used.

The continuum medium part of the model follows the formulation
proposed by Collin et al. (2002) and Gerard et al. (2008), without
introducing significant changes. In contrast, for modelling the discon-
tinuities a new triple-node PHM interface element has been developed
using a node-to-node discretisation of the contact problem. The new
interface element borrows concepts from previous works by Segura
and Carol (2004, 2008b,a), who developed a double-node HM interface
element with node-to-node contact discretisation, and by Cerfontaine
et al. (2015) and Dieudonné et al. (2015), who developed a triple-node
PHM interface element with segment-to-segment contact discretisation.
Although the new interface element is presented in 2D, the formulation
developed is valid and readily extensible to 3D.

In the segment-to-segment contact discretisation, the zones at each
side of the discontinuity that are going to interact with each other
are not defined a priori and may change during the simulation. For
that reason, elements with segment-to-segment contact discretisation
are able to model large relative displacements properly, although at the
expense of a high computational cost. In contrast, in the node-to-node
contact discretisation, the interacting zones at each side are defined
a priori and are assumed to remain the same during the simulation.
This assumption leads to a much lower computational cost, although
restricting the applicability of this kind of element to problems with
small tangential relative displacements. A brief review on contact
discretisation methods can be found in Cerfontaine et al. (2015).

Note that the systematic use of interface elements all over the mesh,
as illustrated in Fig. 2, has the disadvantage of significantly increasing
the number of degrees of freedom in comparison with standard contin-
uum analysis. For the 2D analyses presented in this paper this increase
of the computational cost can be afford, but 3D analysis would require
a remedy. For instance, Pandolfi and Ortiz (1998) proposed a procedure
based on calculation of inter-element forces to duplicate nodes and
4

insert interface elements as needed. [
3. PHM governing equations for the continuum porous medium

3.1. Mechanical problem

After neglecting the body forces, the linear momentum balance
equation of the continuum porous medium reads as follows:

∇ ⋅ 𝝈 = 𝟎 (1)

where 𝝈 [Pa] is the Cauchy’s total stress tensor. The sign convention
of continuum mechanics (i.e. tensile stress is positive) is used in this
paper.

The constitutive behaviour of the continuum porous medium is for-
mulated in terms of the effective stress tensor 𝝈′ and its conjugate strain
tensor 𝜺. The material is assumed isotropic and linear elastic, with
parameters 𝐸 [Pa] (Young’s modulus) and 𝜈 (Poisson’s coefficient). The
effective stress results from considering the effect of the pore fluid
pressures acting on the solid grains of the porous medium via the
following expressions:

𝝈′ =𝝈 + 𝑏𝑝𝑠𝐈 (2)

𝑝𝑠 =𝑆𝑤𝑝𝑤 + 𝑆𝑔𝑝𝑔 (3)

where 𝑏 is the Biot’s coefficient, 𝐈 is the identity tensor, and 𝑝𝑠 [Pa]
is the effective pore pressure, and 𝑝𝜋 [Pa] and 𝑆𝜋 [m3/m3] are the
pressure and pore saturation degree of the fluid phase 𝜋 (𝜋 = 𝑤
for the liquid phase and 𝜋 = 𝑔 for the gas phase), respectively. The
liquid saturation degree is obtained as a function solely of the capillary
pressure (𝑝𝑐 = 𝑝𝑔 − 𝑝𝑤), as it is described later in Section 3.2.4. Since
the pore space is assumed to be fully saturated with the liquid and gas
phases, 𝑆𝑔 = 1 − 𝑆𝑤.

3.2. Flow problem

3.2.1. Mass balance
The mass balance equations of gas and water species in a REV of

porous medium are given by:
𝜕
𝜕𝑡

(

𝑛𝑆𝑤𝜌w𝑤
)

+ ∇ ⋅ 𝐪w = 0 (4)
𝜕
𝜕𝑡

(

𝑛𝑆𝑤𝜌g𝑤 + 𝑛𝑆𝑔𝜌g𝑔
)

+ ∇ ⋅ 𝐪g = 0 (5)

where 𝑛 is the porosity, 𝜌𝜍𝜋 [kg/m3] is the mass concentration of 𝜍
species in the fluid phase 𝜋, and 𝐪𝜍 [kg/(m2 s)] is the average mass
flow vector of the 𝜍 species. Note that 𝑤 and 𝑔 subindexes (in Italic
ype) are used to denote the liquid and gas phases, while w and g
ubindexes (in Roman type) are used to denote water and gas species.
he storage terms in Eqs. (4) and (5) couple the mechanical and the
low formulations via the porosity rate, which is obtained with the
ollowing expression:

𝜕𝑛
𝜕𝑡

= (𝑛 − 𝑏)
(

𝐶𝑠
𝜕𝑝𝑠
𝜕𝑡

+
𝜕𝜀𝑣
𝜕𝑡

)

(6)

where 𝐶𝑠 [1/Pa] is the compressibility (the inverse of the bulk modu-
us) of the solid grains, and 𝜀𝑣 = tr(𝜺) is the volumetric strain of the

porous medium.

3.2.2. Equations of state
Only one species is considered in the gas phase, so the density of

the gas phase and the density of gas species in the gas phase are the
same, i.e. 𝜌g𝑔 = 𝜌𝑔 . Then, assuming ideal gas behaviour, the density of
the gas phase is obtained as follows:

𝜌𝑔 =
𝑀g

𝑅𝑇
𝑝𝑔 (7)

where 𝑀g [kg/mol] is the molar weight of the gas species, 𝑅 = 8.314
(m3 Pa)/(K mol)] is the gas constant, 𝑇 [K] is the system temperature.
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The mass of gas species dissolved per a unit volume of liquid
phase (𝜌g𝑤 [kg/m3]) is obtained, assuming local equilibrium, with the
ollowing Henry’s law equation:

g𝑤 = 𝐻𝜌𝑔 (8)

here 𝐻 is the dimensionless Henry solubility constant for the gas
pecies in liquid water. It is assumed that the dissolved gas has a
egligible effect on the density of the liquid phase, and therefore, it
s considered that 𝜌w𝑤 = 𝜌𝑤.

The liquid phase density is assumed to depend linearly on the liquid
hase pressure according to the following expression:

𝑤 = 𝜌𝑤,𝑜
[

1 + 𝐶𝑤
(

𝑝𝑤 − 𝑝𝑤,𝑜
)]

(9)

here 𝜌𝑤,𝑜 [kg/m3] and 𝐶𝑤 [1/Pa] are the water density and compress-
bility, respectively, at the reference pressure 𝑝𝑤,𝑜.

.2.3. Mass flows
The mass flow vectors in Eqs. (4) and (5) can be expanded as

ollows:

w =𝜌w𝑤𝐯𝑤 (10)

𝐪g =𝜌g𝑤𝐯𝑤 + 𝜌g𝑔𝐯𝑔 + 𝐢g𝑤 (11)

here 𝐯𝜋 [m/s] is the average (Darcy) velocity of the fluid phase 𝜋, and
g𝑤 [kg/(m2 s)] is the average diffusive flow of gas species dissolved in
he pore water.

The average fluid phase velocities are obtained with the following
wo-phase generalisation of Darcy’s law:

𝜋 = −
𝑘𝜋,𝑟
𝜇𝜋

𝐤∇𝑝𝜋 for 𝜋 = 𝑤, 𝑔 (12)

here 𝐤 [m2] is the intrinsic permeability tensor of the porous medium,
𝜋 [Pa s] is the dynamic viscosity of the fluid phase 𝜋, and 𝑘𝜋,𝑟 is the
imensionless relative permeability coefficient, which ranges between
and 1 as a function solely of 𝑆𝜋 .

The average diffusive flow vector of gas species in the pore water is
btained with following generalisation of Fick’s law for an unsaturated
orous medium:

g𝑤 = −𝑛𝑆𝑤𝜏𝐷g𝑤𝜌𝑤∇
(𝜌g𝑤

𝜌𝑤

)

(13)

where 𝐷g𝑤 [m2/s] is the diffusion coefficient of the gas species in bulk
water, and 𝜏 is a dimensionless coefficient accounting for the effect of
he tortuosity of the pore space.

.2.4. Liquid retention and relative permeability
The retention behaviour of the continuum porous medium has

een chosen, for simplicity, to be represented with the standard van
enuchten’s model (van Genuchten, 1980):

𝑤(𝑝𝑐 ) =
(

1 − 𝑆𝑤𝑟
)

⎡

⎢

⎢

⎣

1 +
(

𝑝𝑐
𝑝𝑏

)
1

1−𝜆 ⎤
⎥

⎥

⎦

−𝜆

+ 𝑆𝑤𝑟 (14)

where 𝑆𝑤𝑟 is the residual degree of saturation, 𝑝𝑏 [Pa] is a parameter
related to the gas-entry value, and 𝜆 is a parameter that controls the
shape of the curve.

The relative permeability coefficients for the liquid and gas phases
are considered to be functions of the effective degree of saturation (𝑆𝑒)
ccording to the following power laws:

𝑤,𝑟 = 𝑆𝑛𝑤
𝑒 ; 𝑘𝑔,𝑟 = (1 − 𝑆𝑒)

𝑛𝑔 (15)

here 𝑛𝑤 and 𝑛𝑔 are dimensionless material parameters and

𝑒 =
𝑆𝑤 − 𝑆𝑤𝑟 (16)
5

1 − 𝑆𝑤𝑟
Fig. 3. Definition of stress and conjugate relative displacement variables for a
discontinuity.

4. PHM governing equations for the discontinuities

4.1. Mechanical problem

The equilibrium condition for a discontinuity is given by:
𝜕𝝈
𝜕𝑙

= 𝟎 (17)

where 𝝈 =
[

𝜎𝑛 𝜎𝑙
]𝖳 is the total stress on the discontinuity mid-plane,

with components normal (𝜎𝑛) and tangential (𝜎𝑙) to the discontinuity
mid-plane (Fig. 3).

The constitutive behaviour is formulated in terms of the effective
stress 𝝈′ =

[

𝜎′𝑛 𝜎𝑙
]𝖳 and the conjugate relative displacement 𝐫 =

[

𝑟𝑛 𝑟𝑙
]𝖳 (Fig. 3). The effective stress is defined as follows:

𝝈′ = 𝝈 +𝐦𝑝𝑠 (18)

where 𝑝𝑠 [Pa] is the effective fluid pressure at the discontinuity mid-
plane, and 𝐦 =

[

1 0
]𝖳.

The effective fluid pressure is obtained as a function of the satura-
tion degree and the fluid phase pressures with the same expression as
for the continuum porous medium (Eq. (3)). However, here the liquid
saturation degree is obtained not only as a function of the capillary
pressure, but also of the normal separation (𝑟𝑛), as it is discussed below
in Section 4.2.4. As for the continuum medium, the discontinuity is
assumed to be fully saturated with the liquid and gas phases, i.e. 𝑆𝑔 =
1 − 𝑆𝑤.

In principle, the solid domains at both sides of the discontinuity can-
not overlap each other, i.e. the normal relative displacement (𝑟𝑛) cannot
be negative. This strict condition, which would be very demanding for
the numerical resolution of the problem, is relaxed by authorising a
small interpenetration of the solids in contact using the penalty method.
The interpenetration is limited in the constitutive law (Section 4.1.1)
by assigning a very high normal stiffness for 𝑟𝑛 < 0.

4.1.1. Constitutive law
The mechanical constitutive behaviour of the discontinuity is mod-

elled using the elasto-damage law proposed by Mi et al. (1998), com-
bined with a Newtonian damper for the normal direction. The response
of the elasto-damage law for pure normal (Mode I) and pure shear
(Mode II) loading is schematically depicted in Fig. 4. Three parame-
ters characterise each of these constitutive curves: the maximum ten-
sile/shear strength (𝜎𝑛0, 𝜎𝑙0), the normal/tangential ‘cracking’ separa-
tion (𝑟𝑛0, 𝑟𝑙0) and the normal/tangential debonding separation (𝑟𝑛𝑐 , 𝑟𝑙𝑐).
The dashed lines in Fig. 4a and b indicate the unloading–reloading path
after reaching relative displacements 𝑟∗𝑛 and 𝑟∗𝑙 , respectively.

In the general (mixed mode) loading condition, normal and tangen-
tial stresses are obtained with the following expressions:

𝜎′𝑛,𝑑 =
{

(1 −𝐷)𝐾𝑛𝑟𝑛 if 𝑟𝑛 ≥ 0
𝐾𝑛𝑟𝑛 if 𝑟𝑛 < 0

(19)

𝜎𝑙 =(1 −𝐷)𝐾𝑙𝑟𝑙 (20)

where 𝐾𝑛 = 𝜎𝑛0∕𝑟𝑛0 and 𝐾𝑙 = 𝜎𝑙0∕𝑟𝑙0 are the initial (very high) normal
and tangential stiffness, respectively. In the context of this paper, these
coefficients should be interpreted as penalty coefficients that must be
set to values as high as possible without causing numerical problems,
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Fig. 4. Constitutive relationships for (a) pure normal loading and (b) pure tangential loading.
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in order to reduce the artificial compliance introduced by the interface
elements to negligible values.

Eqs. (19) and (20) are coupled through the damage variable 𝐷.
he damage variable, which ranges between 0 and 1, accounts for the
aterial softening when the normal and/or the tangential separation

oes beyond the cracking separation, and it is obtained from the
ollowing expressions:

=min
(

𝜔̄
1 + 𝜔̄

1
𝜂
, 1
)

(21)

𝜔̄ =max (𝜔) (22)

𝜔 =

⟨[

(

⟨𝑟𝑛⟩
𝑟𝑛0

)𝛽
+
(

|

|

𝑟𝑙||
𝑟𝑙0

)𝛽]1∕𝛽

− 1

⟩

(23)

𝜂 =1 −
𝑟𝑛0
𝑟𝑛𝑐

= 1 −
𝑟𝑙0
𝑟𝑙𝑐

(24)

where 𝜔 is a positive scalar that accounts for the mechanical degra-
dation of the discontinuity for a given combination of normal and
tangential separations, 𝛽 is a material parameter that characterises the
mixed mode damage and which will generally assume values between
1 and 2 (in this paper 𝛽 = 1), 𝜔̄ is a history variable that stores the max-
imum value reached by 𝜔 in the loading history, and ⟨∙⟩ = (∙+ | ∙ |)∕2 is
he Macaulay bracket. The restriction to the material parameter ratios
𝑛0∕𝑟𝑛𝑐 and 𝑟𝑙0∕𝑟𝑙𝑐 established in Eq. (24) guarantees that the tensile
nd shear strength are exhausted simultaneously (Alfano and Crisfield,
001).

Note in Eq. (19) that, under compression loading, the constitutive
esponse is always determined by the (very high) initial stiffness 𝐾𝑛,
egardless the damage state of the discontinuity. In that way, the
ossible overlapping of the solid domains at both sides of the disconti-
uity under compressive loads is kept small (i.e. the penalty method).
oreover, according to Eq. (23), no damage is induced by negative

ormal separations.
Finally, the effective stress in the normal direction is obtained by

dding a viscous component as follows:

′
𝑛 = 𝜎′𝑛,𝑑 + 𝜎′𝑛,𝑣 with 𝜎′𝑛,𝑣 = 𝜁

𝜕𝑟𝑛
𝜕𝑡

(25)

here 𝜁 [Pa s/m] is the viscosity. The viscous term is included to ad-
ress numerical instabilities that may develop under certain conditions
nd which are discussed below in Section 6.1.2.

.2. Flow problem

The formulation of the flow problem is derived by considering a
iscontinuity of width 𝑤 [m] surrounded by the continuum porous
edium, and a local orthogonal coordinate system defined by the direc-

ions tangent (𝐞𝑙) and normal (𝐞𝑛) to the discontinuity (Fig. 5). Flow of
he water and gas species may occur both in the longitudinal and in the
ransversal directions to the discontinuity. For the sake of simplicity, it
6

Fig. 5. Flow problem definition for a 2D discontinuity, for fluid phases 𝜋 = 𝑤, 𝑔 and
chemical species 𝜍 = w, g.

is assumed that the longitudinal flows depend on the gas and liquid
phase pressures at the centre (mid-plane) of the discontinuity width 𝑤.
Consistently, the remaining parameters/variables of the discontinuity
are also computed at the mid-plane, but assumed to be valid across the
discontinuity width.

4.2.1. Mass balance
The mass balance of gas and water species is enforced in a differen-

tial volume of discontinuity 𝑤d𝑙 as follows:

𝜕
𝜕𝑡

(

𝑤𝑆𝑤𝜌w𝑤
)

+
𝜕𝑞𝑙w
𝜕𝑙

− 𝑞𝑏w − 𝑞𝑡w = 0 (26)

𝜕
𝜕𝑡

(

𝑤𝑆𝑔𝜌g𝑔 +𝑤𝑆𝑤𝜌g𝑤
)

+
𝜕𝑞𝑙g
𝜕𝑙

− 𝑞𝑏g − 𝑞𝑡g = 0 (27)

where 𝑞𝑙𝜍 [kg/(m s)] is the longitudinal mass flow of species 𝜍, and
𝑞𝑏𝜍 and 𝑞𝑡𝜍 [kg/(m2 s)] are the normal mass flows incoming to the
iscontinuity from the surrounding continuum medium. The densities
𝜍𝜋 [kg/m3] are evaluated using the same equations of state as for
he continuum medium (Section 3.2.2). The liquid saturation degree is
btained as a function of the capillary pressure and the normal aperture
𝑟𝑛), as it is described below in Section 4.2.4. Note that in Eqs. (26) and

(27) the change of the storage capacity due to the possible change of
the discontinuity length has been neglected.

The discontinuity width will evolve with 𝑟𝑛 as follows:

𝑤 = ⟨𝑟𝑛⟩ +𝑤0 (28)

where 𝑤0 [m] makes it possible to assign an initial storage volume to
the discontinuity even if it is mechanically closed.

The mass flows of gas species may be expanded as follows:

𝑞𝑙g = 𝜌𝑔𝑣
𝑙
𝑔 + 𝜌g𝑤𝑣

𝑙
𝑤 + 𝑖𝑙g𝑤

𝑏 𝑏 𝑏 𝑏
𝑞g = 𝜌𝑔𝑣𝑔 + 𝜌g𝑤𝑣𝑤 + 𝑖g𝑤 (29)
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𝑞𝑡g = 𝜌𝑔𝑣
𝑡
𝑔 + 𝜌g𝑤𝑣

𝑡
𝑤 + 𝑖𝑡g𝑤

where 𝑣𝑙𝜋 [m2/s], 𝑣𝑡𝜋 [m/s] and 𝑣𝑏𝜋 [m/s] are the longitudinal and
transversal volumetric flows (top and bottom) of phase 𝜋, and 𝑖𝑙g𝑤
[kg/(m s)], 𝑖𝑏g𝑤 [kg/(m2 s)] and 𝑖𝑡g𝑤 [kg/(m2 s)] are the longitudinal
and normal diffusion fluxes of gas species dissolved in the liquid phase.

Similarly, the mass flows of water species are expanded as follows:

𝑞𝑙w = 𝜌𝑤𝑣
𝑙
𝑤; 𝑞𝑏w = 𝜌𝑤𝑣

𝑏
𝑤; 𝑞𝑡w = 𝜌𝑤𝑣

𝑡
𝑤 (30)

4.2.2. Volumetric fluid phase flows
The longitudinal volumetric fluid phase flows in Eqs. (29) and (30)

are obtained from the following generalised Darcy’s law:

𝑣𝑙𝜋 = −
𝑘𝜋,𝑟
𝜇𝜋

𝑡𝑙
𝜕𝑝𝜋
𝜕𝑙

(31)

where 𝑘𝜋,𝑟 and 𝜇𝜋 [Pa s] are the relative permeability and the dy-
namic viscosity of the fluid phase 𝜋, respectively, and 𝑡𝑙 [m3] is the
ongitudinal hydraulic coefficient.

Similarly, the transversal volumetric flows are assumed to be pro-
ortional to the transversal pressure drops 𝑝̌𝑏𝜋 and 𝑝̌𝑡𝜋 between the
iscontinuity boundaries and the mid-plane, namely:

𝑏
𝜋 = −

𝑘𝜋,𝑟
𝜇𝜋

𝑘𝑏𝑝̌𝑏𝜋 for 𝜋 = 𝑤, 𝑔 (32)

𝑡
𝜋 = −

𝑘𝜋,𝑟
𝜇𝜋

𝑘𝑡𝑝̌𝑡𝜋 for 𝜋 = 𝑤, 𝑔 (33)

here 𝑘𝑏 and 𝑘𝑡 [m] are the transversal hydraulic coefficients. The
ransversal pressure drops are defined as follows:

𝑝̌𝑏𝜋 = 𝑝𝜋 − 𝑝𝑏𝜋 ; 𝑝̌𝑡𝜋 = 𝑝𝜋 − 𝑝𝑡𝜋 (34)

here 𝑝𝑏𝜋 , 𝑝𝜋 , and 𝑝𝑡𝜋 [Pa] are the fluid phase pressures at the bottom
ide, mid-plane and top side of the discontinuity, respectively. With this
efinition, the transversal flows obtained with Eqs. (32) and (33) are
ositive when they go into the discontinuity, regardless of whether they
nter through the top or the bottom face.

The hydraulic coefficients 𝑡𝑙, 𝑘𝑏 and 𝑘𝑡 are considered to be de-
termined by the geometric characteristics of the discontinuity. In this
sense, they play the role of the intrinsic permeability in the formula-
tion for the continuum porous medium. The longitudinal coefficient is
estimated as a function of the discontinuity normal aperture with the
following expression:

𝑡𝑙 =
⟨𝑟𝑛⟩

3

12
+ 𝑡𝑙0 (35)

where the first term is given by the Hagen–Poiseuille equation for
laminar flow between two parallel plates, and 𝑡𝑙0 makes it possible to
ssign an initial longitudinal transmissivity to the discontinuity even
f it is closed from the mechanical point of view. In contrast, the
ransversal coefficients 𝑘𝑏 and 𝑘𝑡 are deemed constant parameters.

.2.3. Diffusion of gas in the liquid phase
The longitudinal diffusive flow of gas species dissolved in the liquid

hase, 𝑖𝑙g𝑤 [kg/(m s)], is obtained with the following generalised Fick’s
aw:

𝑙
g𝑤 = −𝑆𝑤𝐷g𝑤𝑑

𝑙𝜌𝑤
𝜕
𝜕𝑙

(𝜌g𝑤
𝜌𝑤

)

(36)

where 𝐷g𝑤 [m2/s] is the diffusion coefficient of the gas species in bulk
water, and 𝑑𝑙 [m] is a coefficient that accounts for the effect of the
discontinuity geometry on the diffusive flux (analogous to the product
of porosity and tortuosity in the continuum medium formulation). The
coefficient 𝑑𝑙 is obtained as a linear function of the normal aperture as
follows:

𝑑𝑙 = ⟨𝑟𝑛⟩ + 𝑑𝑙0 (37)

where 𝑑𝑙0 makes it possible to assign an initial longitudinal diffusivity
to the discontinuity even if it is closed from the mechanical point of
7

view. This expression is based on the assumption that diffusion occurs
along a clean channel of width ⟨𝑟𝑛⟩ configured by the two faces of the
discontinuity.

Considering Henry’s law (Eq. (8)) and expanding the derivative,
Eq. (36) can be rewritten in terms of the longitudinal gradients of gas
and liquid pressures as follows:

𝑖𝑙g𝑤 = −𝑆𝑤𝑑
𝑙𝐷g𝑤

(

𝐻
𝜕𝜌𝑔
𝜕𝑝𝑔

𝜕𝑝𝑔
𝜕𝑙

−
𝜌g𝑤
𝜌𝑤

𝜕𝜌𝑤
𝜕𝑝𝑤

𝜕𝑝𝑤
𝜕𝑙

)

(38)

In addition to the longitudinal diffusive flux, normal fluxes 𝑖𝑏g𝑤 and
𝑖𝑡g𝑤 [kg/(m2 s)] from the bottom and top sides of the discontinuity,
respectively, are considered. These fluxes are obtained as follows:

𝑖𝑏g𝑤 = − 𝑆𝑤𝐷g𝑤𝜏
𝑏
(

𝜌g𝑤 − 𝜌𝑏g𝑤
)

(39)

𝑖𝑡g𝑤 = − 𝑆𝑤𝐷g𝑤𝜏
𝑡
(

𝜌g𝑤 − 𝜌𝑡g𝑤
)

(40)

where 𝜌𝑏g𝑤, 𝜌g𝑤 and 𝜌𝑡g𝑤 represent the mass concentration of gas species
in the liquid phase at the bottom side, the mid-plane and the top side
of the discontinuity, respectively, and 𝜏𝑏 and 𝜏𝑡 [1/m] are constant
coefficients that account for the effect of the discontinuity geometry
in the effective transversal diffusivities. These expressions are obtained
under the assumption that the liquid phase density is constant across
the discontinuity. As for the transversal fluid flows, the transversal
diffusive flows are positive when they go into the discontinuity.

Finally, considering Henry’s law (Eq. (8)) and assuming that the gas
has an ideal behaviour, Eqs. (39) and (40) can be rewritten in terms of
the normal gas pressure jumps (Eqs. (32) and (33)) as follows:

𝑖𝑏g𝑤 = − 𝑆𝑤𝐷g𝑤𝜏
𝑏𝐻

𝜕𝜌𝑔
𝜕𝑝𝑔

𝑝̌𝑏𝑔 (41)

𝑖𝑡g𝑤 = − 𝑆𝑤𝐷g𝑤𝜏
𝑡𝐻

𝜕𝜌𝑔
𝜕𝑝𝑔

𝑝̌𝑡𝑔 (42)

.2.4. Liquid retention and relative permeability
Similarly to the continuum medium, the liquid retention of the dis-

ontinuity is also modelled with a van Genuchten curve. However, the
ssumption made for the continuum medium that the curve parameters
ill remain constant since the expected variation of the pore space is

mall is revised for discontinuities, where the ‘pore’ space filled with the
luid phases will vary dramatically with the normal aperture. In order
o introduce this effect, Eq. (14) is rewritten in terms of functions 𝑝̄𝑏(𝑟𝑛)
nd 𝑆̄𝑤𝑟(𝑟𝑛) instead of constant parameters 𝑝𝑏 and 𝑆𝑤𝑟, i.e.

𝑤(𝑝𝑐 , 𝑟𝑛) =
(

1 − 𝑆̄𝑤𝑟
)

⎡

⎢

⎢

⎣

1 +
(

𝑝𝑐
𝑝̄𝑏

)
1

1−𝜆 ⎤
⎥

⎥

⎦

−𝜆

+ 𝑆̄𝑤𝑟 (43)

Note that the parameter 𝜆 is still deemed a constant parameter.
In order to obtain functions 𝑝̄𝑏(𝑟𝑛) and 𝑆̄𝑤𝑟(𝑟𝑛), two possible states of

the discontinuity are considered: closed, when 𝑟𝑛 ≤ 0, and open, when
𝑟𝑛 > 0. As stated in Section 2, one of the premises of the proposed
modelling approach is that the interface elements representing poten-
tial cracking paths must not have any significant effect in the overall
behaviour of the modelled material, as long as they remain closed. In
other words, in closed state, the retention curve of the discontinuity
must be the same as the one for the continuum medium. This implies
that for 𝑟𝑛 ≤ 0, 𝑝̄𝑏 = 𝑝𝑏 and 𝑆̄𝑤𝑟 = 𝑆𝑤𝑟. In contrast, in the open
state, the parameter 𝑝̄𝑏, which is linked to the gas-entry value, and
the parameter 𝑆̄𝑤𝑟, which accounts for the fraction of the discontinuity
volume occupied by immobile (residual) liquid, is expected to decrease
for increasing 𝑟𝑛.

In order to derive 𝑝̄𝑏(𝑟𝑛) in the open state, first consider the Laplace
equation to estimate the gas-entry value of the porous medium:

𝑝𝑒𝑣 = 𝑇𝑠

(

1
𝑅1

+ 1
𝑅2

)

(44)

where 𝑇𝑠 [N/m] is the liquid–gas interfacial tension, and 𝑅1 and 𝑅2

[m] are the curvature radii of the gas–liquid interface. Assuming that
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𝑅1 = 𝑅2 = 𝑑∕2, a characteristic pore size of the porous medium can
be obtained as 𝑑 = 4𝑇𝑠∕𝑝𝑒𝑣. Likewise, the gas-entry value of an open
discontinuity (𝑝̄𝑒𝑣) is approximated with the same Laplace’s equation,
but with 1∕𝑅1 = 0 and 𝑅2 = 𝑑∕4 + 𝑟̄∕2, i.e.

𝑝̄𝑒𝑣 =
2𝑇𝑠

𝑑∕2 + 𝑟̄
= 𝑑

𝑑 + 2𝑟̄
𝑝𝑒𝑣 (45)

here 𝑟̄ [m] represents the effective aperture of the discontinuity. In a
trict sense, 𝑟̄ should be the positive part of 𝑟𝑛. However, in order to
revent numerical problems, 𝑟̄ is obtained as follows:

̄(𝑟𝑛) = ⟨𝑟𝑛⟩ − 𝛼
[

1 − exp
(

−
⟨𝑟𝑛⟩
𝛼

)]

(46)

where the third term gives 𝐶1 continuity to the function 𝑟̄(𝑟𝑛) and
akes it possible to smooth the transition between closed (𝑟𝑛 ≤ 0) and

open (𝑟𝑛 > 0) states by increasing the positive parameter 𝛼. Then, by
assuming that 𝑝̄𝑏 will evolve in proportion to 𝑝̄𝑒𝑣, the first expression
sought is obtained:

𝑝̄𝑏 =
𝑑

𝑑 + 2𝑟̄
𝑝𝑏 (47)

The second expression sought (𝑆̄𝑤𝑟) is obtained by assigning an
initial volume of immobile liquid phase to the discontinuity in closed
state, and assuming that this volume will not grow nor decrease if
the normal aperture becomes positive. Considering the pore volume
associated to the closed discontinuity is 𝑛𝑑, where 𝑛 is the porosity
of the porous medium and 𝑑 is the above defined characteristic pore
size, the volume of immobile liquid phase is estimated as 𝑆𝑤𝑟𝑛𝑑. Then,
considering the updated ‘pore’ volume of the discontinuity will be
𝑛𝑑+ 𝑟̄, the residual saturation degree of the discontinuity will evolve as
follows:

𝑆̄𝑤𝑟 =
𝑛𝑑

𝑛𝑑 + 𝑟̄
𝑆𝑤𝑟 (48)

Finally, the relative permeabilities are obtained with the same
xpressions used for the continuum medium (Eq. (15)), but introducing
n the expression of the effective saturation the effect of the normal
perture in the residual saturation as obtained from Eq. (48), i.e.

𝑒 =
𝑆𝑤 − 𝑆̄𝑤𝑟

1 − 𝑆̄𝑤𝑟
(49)

The proposed retention and relative permeability functions are il-
lustrated in Figs. 6 and 7, respectively, which show their evolution
for increasing values of 𝑟𝑛. The parameters used were 𝑛 = 0.39, 𝑝𝑒𝑣 =
.0 MPa, 𝑝𝑏 = 10.0 MPa, 𝑆𝑤𝑟 = 0.20, 𝜆 = 0.56, 𝛼 = 3000 nm, 𝑛𝑤 = 1.5, and
𝑔 = 3.0. These parameters were calibrated for 𝑟𝑛 = 0 with experimental
ata from bulk Boom clay (Gonzalez-Blanco et al., 2016; Volckaert
t al., 1995). A standard value of 𝑇𝑠 = 72.7 mN/m corresponding to
n air–water interface at 20 ◦C is adopted (Vargaftik et al., 1983).

. Finite element implementation

The model outlined in the previous sections has been implemented
n the FE code LAGAMINE. The porous medium equations have been
iscretised with a large strain element type, which is described in
etail in Collin et al. (2002). This element has five degrees of freedom
t each node (𝑥 and 𝑦 coordinates, liquid pressure, gas pressure and
emperature), though the temperature is fixed for the model proposed
n this paper. The implementation of this element in LAGAMINE al-
ows the use of shape functions of different order to interpolate the
odal displacements and pore pressures, in order to comply with the
adyzhenskaya–Babuška–Brezzi stability condition (Brezzi and Bathe,
990; Arnold, 1990). However, in the simulations performed for this
aper the same parabolic shape functions has been used to interpolate
isplacements and fluid pressures, without observing spurious pressure
scillations or sub-optimal convergence behaviour. The nodal fluxes
nd forces are obtained after writing the integral forms of Eqs. (1), (4)
nd (5), and applying the Principle of Virtual Work (Collin, 2003). To
8
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Fig. 6. Liquid retention curves for discontinuities in Boom clay with different normal
aperture. The solid line corresponds to the bulk porous medium or a closed discontinu-
ity (𝑟𝑛 ≤ 0), while dashed lines correspond to discontinuities with increasing aperture
(𝑟𝑛 > 0). Markers indicate experimental psychrometer measurements of intact Boom
clay from Gonzalez-Blanco et al. (2016).

Fig. 7. Relative permeability functions for discontinuities in Boom Clay. Solid lines
correspond to the bulk porous medium or a closed discontinuity (𝑟𝑛 ≤ 0), while dashed
lines correspond to a discontinuity with a large aperture (𝑟𝑛 = 10 μm). Markers indicate
experimental data from Volckaert et al. (1995) for intact Boom Clay only.

increase the numerical stability, nodal water and gas flows, and the
corresponding stiffness sub-matrices are always computed in the initial
configuration. The so-called tangential stiffness matrix of the coupled
element is monolithic, including all the coupling terms and second
order effects due to geometry variation (Collin, 2003).

For the discontinuity equations, a new triple-node zero-thickness
interface element has been formulated and implemented in LAGAMINE.
The node numbering and nodal degrees of freedom are shown in Fig. 8
for a quadratic element. Note that the outer nodes (labelled 𝑡 and 𝑏) are
onsidered for both the mechanical and the flow problems, while the in-
er nodes (labelled 𝑚) are only considered for the flow problem. The FE
ormulation of the mechanical problem is developed with an updated
agrangian approach and with a node-to-node discretisation of the
ontact area, by adapting the formulation outlined in Lequesne (2009)
or purely mechanical double-node interface elements. In contrast to
mall displacement formulations where the normal and tangential com-
onents of the relative displacements and stresses are obtained with
egard to the original configuration, in the proposed update Lagrangian
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Fig. 8. Element node numbering and nodal degrees of freedom.

pproach the position of the mechanical mid-plane, on which the
ocal basis is defined, is updated in each loading increment. For this
eason, the proposed element is suitable for problems in which the
nterface nodes experience large displacements and rotations, although
ith small relative displacement between opposite nodes of the same

nterface because of the node-to-node discretisation of the contact area.
The flow part of the FE formulation has been developed by adapting

he coupled HM (single phase) formulation for double-node interface
lements proposed in Segura and Carol (2004, 2008b). In double-
ode element formulations, the pressure inside the discontinuity is
ot considered as an independent degree of freedom but assumed to
e the average between the pressure at the bottom and top faces. In
ppendix A, it is demonstrated that the accuracy of this assumption de-
ends mainly on the longitudinal fluid pressure profiles and the current
alues of the longitudinal and transversal hydraulic/diffusion coeffi-
ients, which in turn depends on the discontinuity mechanical aperture
nd the capillary pressure. It is concluded from this analysis, that the
rror introduced by the average pressure assumption used for double-
ode elements cannot be estimated a priori. Therefore, developing a
riple-node element was preferred to be on the safe side, although at the
xpense of increasing the computational cost of the model. Moreover,
riple-node elements outperform double-node ones in that they allow
he user to hydraulically disconnect the continuum medium at one
r both sides of the element from the discontinuity channel, just by
ullifying the corresponding transversal hydraulic coefficients. In that
ay, triple-node elements are particularly well-suited for modelling
ydraulic interfaces between a permeable medium and an impervious
ne, e.g. the interface between a clay sample and a metallic testing
evice. As with the continuum elements, in the proposed interface
lement the fluid pressure gradients are always computed in the initial
onfiguration.

More comprehensive details of the formulation of the new interface
lement are presented in Appendix B.

Finally, after assemblage of the continuum and interface element
odal forces and mass fluxes, the mechanical equilibrium and mass
alance with the imposed external forces/fluxes is enforced at the end
f each time increment, i.e. adopting a backward Euler time integration
cheme, using the standard Newton–Raphson Method.

The implementation in LAGAMINE of the new interface element and
he corresponding constitutive laws has been systematically verified
n simple benchmark problems with analytical solutions. A thorough
erification of the continuum part of the model can be found in Collin
2003).

. Model performance

In this section, the model performance is illustrated with some
enchmark examples of increasing complexity. These examples were
elected to show the main characteristics of the new PHM interface
lement and its ability to qualitatively reproduce experimental obser-
ations. A quantitative validation is not possible at the present state of
evelopment of the model due to the following reasons:

• Experiments are generally 3D and the current model implemen-
tation is 2D. The axisymmetry assumption, commonly used to
model gas injection tests under oedometric or triaxial conditions,
is not valid for the proposed modelling approach. Note that un-
der the axisymmetry assumption 2D vertical/subvertical interface
9

elements would represent cylindrical/conical cracks.
• The Dilatancy Controlled Gas Flow (Fig. 1, iii) is not yet imple-
mented and, therefore, the contribution of this transport mecha-
nism cannot be properly considered.

• Uncertainties/heterogeneities can cause a wide range of responses
for the same experimental conditions. Such uncertainties/
heterogeneities are not yet implemented in the model. Moreover,
as discussed in the Introduction, only models explicitly account-
ing for the material heterogeneity seem to be able to reproduce
preferential gas flow pathways in the bulk material.

These features are planned to be incorporated in future versions of the
model.

In all the following benchmark examples, the gas species considered
is hydrogen and the system temperature is 𝑇 = 298.15 ◦K. Therefore, the
following parameters of the fluid phases/species are common to all the
examples: 𝑀𝑔 = 0.002 kg/mol, 𝐻 = 0.0193 (Sander, 2015), 𝐷g𝑤 = 5.25×
10−9 m2/s, 𝜌𝑤,𝑜 = 997 kg/m3, 𝑝𝑤,𝑜 = 0.1 MPa, 𝐶𝑤 = 3.33 × 10−10 1/Pa,
𝜇𝑤 = 8.9×10−4 Pa s (Haynes, 2014), and 𝜇𝑔 = 8.92×10−6 Pa s (Haynes,
2014). In the examples where the continuum medium is considered,
plain strain is assumed and the following material parameters, repre-
sentative of Boom clay, are used: 𝐸 = 300 MPa (Volckaert et al., 2004),
𝜈 = 0.125 (Volckaert et al., 2004), 𝑛 = 0.39 (Mertens et al., 2004),
𝐶𝑠 ≈ 0, 𝑏 = 1, 𝐤 = 3 × 10−19𝐈2 m2 (Arnold et al., 2015) (𝐈2 is the 2 × 2
identity tensor), and 𝜏 = 0.164 (Jacops et al., 2013). Unless otherwise
stated, the liquid retention and relative permeability parameters of the
continuum medium and the discontinuities are the same as given in
Section 4.2.4 for Figs. 6 and 7.

6.1. Gas injection in a single interface element

For the first two examples, a single interface element of 1 m length
is considered. The displacements of the bottom face of the element
are fixed, while a uniform compressive normal load 𝜎𝑖𝑛𝑖 = −0.4 MPa
is applied on the top face. The initial fluid pressures in all element
nodes are 𝑝𝑤 = 𝑝𝑔 = 0.1 MPa. In both examples, gas is injected in the
mid-plane nodes, while keeping constant the liquid phase pressure.

6.1.1. Case A
In this example, gas is injected at a constant mass rate of 0.1 μg/s.

The parameters of the mechanical constitutive law are such that the
interface behaves linear-elastically with a normal stiffness 𝐾𝑛 = 1 ×
1012 Pa/m during the injection. Damage is prevented by adopting a
large value of 𝑟𝑛0. Moreover, no viscosity is considered (𝜁 = 0). Since
there is no tangential loading and the pore pressure only acts in the
normal direction, the tangential mechanical parameters are irrelevant.
The integration points are considered in coincidence with the mid-plane
nodes (Lobatto quadrature). In order to prevent longitudinal fluxes,
the gas injection is distributed between the three mid-plane nodes
according to the weights of the integration points at the same location.

Fig. 9 shows the time evolution of selected model variables as gas
is injected. The curves are shifted along the time axis to make more
visible the values at the beginning of the injection. Initially, the normal
aperture is slightly negative (𝑟𝑛 = −0.3 μm) due to the compressive
load. However, the initial width is positive because 𝑤0 = 1 μm has
been adopted. In this way, an initial storage capacity is assigned to the
element, which prevents a sudden increase of the gas pressure and the
normal aperture in the first time increment.

As gas is injected, the effective pore pressure grows monotonically
as well as the normal aperture. Both curves hold a proportionality
factor of 1∕𝐾𝑛. The gas pressure, in contrast, shows a non-monotonic
evolution, with a local peak when the normal aperture becomes pos-
itive. This peak is explained by the marked effect of the (positive)
normal aperture on the retention curve by reducing the gas-entry value
(Fig. 6). As the saturation degree tends to zero, the gas pressure curves
converge to the effective pore pressure curve. Note that even when the
saturation degree remains practically constant at 𝑆 ≈ 0, the relation
𝑤
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Fig. 9. Case A – Time evolution of the normal aperture 𝑟𝑛, the width 𝑤 (dashed line),
he liquid saturation degree 𝑆𝑤, the gas phase pressure 𝑝𝑔 , the effective pore pressure
𝑠 (dashed line), and the stored water and gas (dashed line) masses.

etween the increments of gas pressure and the increments of aperture
s still non-linear due to the compressibility of the gas phase.

The constant injection rate is reflected in the linear increase of the
tored gas mass. The stored water mass curve, in contrast, shows a
eak that is explained by the competing effects of the reduction of 𝑆𝑤
nd the increase of 𝑟𝑛 on the storage term of the water mass balance
quation. Initially, the positive effect of the increase of 𝑟𝑛 overcomes
he negative effect of the decrease of 𝑆𝑤 and water enters the crack,
ut this behaviour rapidly reverted after the gas pressure peak, and,
rom then on, water is expelled.

Fig. 10 shows the equilibrium path in terms of 𝑝𝑔 versus 𝑟𝑛 as
btained numerically (markers) and analytically (solid lines). The an-
lytical solution is given by the following implicit expression derived
rom Eqs. (17), (18) and (3):
′
𝑛(𝑟𝑛) + 𝑝𝑐𝑆𝑤(𝑟𝑛, 𝑝𝑐 ) − 𝑝𝑔 = 𝜎𝑖𝑛𝑖 (50)

eep in mind that in this case 𝑝𝑤 is fixed, and 𝜎′𝑛 has been reduced to
function of 𝑟𝑛 only, since no tangential displacements are possible.

his expression has been plotted in Fig. 10 for three different values
f 𝛼, in order to show the effect of the second term of Eq. (46) on the
quilibrium path. Note that for very small or null values of 𝛼 a sharp
eak is obtained at 𝑟𝑛 = 0. The dashed line in the plot has a slope
𝑛 and reflects the linear elastic response of the interface element to

he effective pore pressure. As the interface element is desaturated, the
quilibrium path tends to this line.

Note that although the cracking process will not be modelled using
linear-elastic constitutive law, this example and the following one

re representative of the conditions under which an interface element
ithout (or with low) tensile strength will open when confined by

inear-elastic continuum elements.

.1.2. Case B
In this second example, the gas pressure is increased with a constant

ate of 3.7 × 10−5 MPa/s until reaching 𝑝𝑔 = 7 MPa, and then it is
educed, with the same rate, to the initial value.
10

w

Fig. 10. Case A – Analytical equilibrium paths for different values of the aperture
smoothing parameter 𝛼 and numerical result for 𝛼 = 3 μm.

Fig. 11. Case B – Gas pressure versus normal aperture with and without adding viscous
damping to the mechanical constitutive law. The blue line is the analytical equilibrium
path obtained with Eq. (50).

In Fig. 11, the red curve shows the model results in terms of 𝑝𝑔
ersus 𝑟𝑛 using the same mechanical parameters as in previous Case
. The blue curve corresponds to the equilibrium path calculated
ith Eq. (50), which is still valid for this case. As the gas pressure

s increased, the normal aperture increases following the equilibrium
ath until reaching the local peak (point A). At this point, a sudden
perture occurs (snap-through instability) until reaching point B on
he equilibrium path. Here on, further increase of the gas pressure
eads to further normal aperture increase, following the equilibrium
ath until reaching 𝑝𝑔 = 7 MPa. The subsequent reduction of the
as pressure is accompanied by the closure of the interface following
he equilibrium path until reaching point C, where another aperture
ump occurs until reaching the equilibrium path at point D. The initial
negative) aperture is recovered when the gas pressure reaches its
nitial value 𝑝𝑔 = 0.1 MPa.

Snap-through instabilities of the type observed in this example
A→B and C→D), which in this case are properly handled by the itera-
ive solving algorithm, have been found to lead to severe convergence
roblems in more complex boundary value problems. This occurs even

hen the gas injection is done at a controlled mass rate, because the
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Fig. 12. Geometry and FE mesh for (a) Case C and (b) Case D. Thick lines indicate the location of the interface elements. The red arrow in (b) indicates the gas injection locus.
Dimensions in mm.
gas accumulated (stored) in the system may act as a pressure buffer at
the mouth of the opening crack.

One possibility to mitigate this problem is to increase the smoothing
parameter 𝛼 in order to reduce or eliminate the local peak of the equi-
librium path, as illustrated in Fig. 10. Alternatively (or simultaneously),
the viscous damper proposed in Eq. (25) can be activated. The grey
curve in Fig. 11 shows the stabilising effect of the viscous term with
𝜁 = 2 × 105 Pa s/m. Both numerical parameters 𝛼 and 𝜁 are tuned
by trial and error. Since they introduce a deviation from the intended
constitutive behaviour, they should be as small as possible.

6.2. Gas injection in a clay sample

6.2.1. Case C
This example aims at mimicking, in a simplified manner, a gas in-

jection test in a water saturated clay sample under isochoric conditions.
The problem geometry and the FE mesh considered are depicted in
Fig. 12a. A square sample of Boom Clay is placed in between four
stiff loading plates. The thicker lines labelled A–D indicate the position
of the interface elements. A single, vertical crack propagation path is
considered inside the sample (line A). The contact surfaces between the
sample and the loading plates are represented by interface elements
along lines B, C and D.

The initial stress state of the continuum clay elements is isotropic,
with a total stress of −4.5 MPa. The initial stress state of all the interface
elements is given by 𝜎𝑛 = −4.5 MPa and 𝜎𝑙 = 0. The initial pore
pressures in all the domain is 𝑝𝑤 = 𝑝𝑔 = 2.2 MPa. All the degrees of
freedom of the nodes belonging to the loading plates are fixed. Gas is
injected at a constant mass rate of 1 μg/s, evenly distributed among all
the mid-plane nodes of the interface elements along line B (Fig. 12a).
The gas injection is performed in two stages of 0.6 Ms (1 Ms = 1×106 s),
with a third stage of 0.6 Ms without injection in between. Time steps
range between 1 to 5000 s, governed by an automatic incrementation
algorithm.

The mechanical and flow properties of the clay continuum elements
are those given at the beginning of the section. The material parameters
of the loading plates continuum elements are irrelevant, since all
their nodal degrees of freedom are fixed. The flow and mechanical
parameters for the different lines of interface elements are given in
Table 1. The mechanical parameters of the elements along line A have
been estimated in an attempt to make them representative of Boom clay
fracture properties, although the data available in this regard is very
sparse. The initial tensile strength and the debonding normal aperture
11
are adopted based on experimental direct tensile tests reported in the
literature for different clayey soils (Trabelsi et al., 2018; Wang et al.,
2007; Tang et al., 2015). To the best of the authors’ knowledge no di-
rect tensile tests on Boom clay have been reported. Because the adopted
mechanical constitutive law is purely cohesive, the increase of shear
strength with the confining stress due to friction is not automatically
considered. In order to approximate this behaviour, the initial shear
strength has been estimated considering the Mohr–Coulomb failure
criterion with typical Boom clay values of 𝑐′ = 0.5 MPa and 𝜑′ =
18◦ (Arnold et al., 2015), and an average effective normal stress of
4.5 MPa during the injection (obtained from preliminary simulations).
The initial tensile and shear strength of the clay–plate interfaces (lines
B, C and D) are assumed to be a tenth of the corresponding values of
the bulk clay (line A). In order use the same penalty coefficients as for
line A, the cracking separations (𝑟𝑛0, 𝑟𝑙0) are also reduced to a tenth.
The snap-through instabilities described in Section 6.1.2, are prevented
by assigning a viscosity 𝜁 = 3 × 1014 Pa s/m to line A elements.

In addition to representing the mechanical clay–plate interface, lines
B and C are also used to simulate the porous filter on top and bottom
sides of the sample. With this purpose, non-null values 𝑤0, 𝑡𝑙0 and 𝑑𝑙0
have been assigned to them in order to consider the storage capacity
and the high permeability/diffusivity of the filters. Moreover, at the
gas injection side (line A) the liquid saturation degree has been fixed to
𝑆𝑤 = 0, while at the back-pressure side full liquid saturation is enforced
(𝑆𝑤 = 1). Note that because of the adopted transversal transport
properties, the bottom and lateral plates are hydraulically disconnected
from the clay sample.

The liquid retention parameters of lines A, D and E are the same as
used for Fig. 6, with the exception of the first (bottom) element of line
A, where the parameter 𝑝𝑏 has been reduced to 1 MPa. This reduction of
the gas-entry value is used to represent an imperfection at the sample
bottom surface (a void or a cleft), where water can be displaced with
lower capillary pressure than in the bulk clay. Otherwise, the gas pres-
sure front would advance homogeneously into the sample precluding
the formation of a crack. According to the discussion in Section 4.2.4,
the reduction of 𝑝𝑏 from 10 to 1 MPa, corresponds to an increase of
the characteristic pore size from 58.1 nm to 581 nm. Pore size density
functions obtained via Mercury Intrusion Porosimetry on Boom clay
samples (Gonzalez-Blanco et al., 2016) show that features in the order
of 500 nm are not unlikely.

Fig. 13 shows the time evolution of selected model variables. The
gas injection pressure corresponds to the gas phase pressure of the mid-
plane nodes of the elements along line B. Because of the high value
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Table 1
Material parameters of the interface elements in Cases C and D (Fig. 12). The local longitudinal axes of the interface elements are oriented
from left to right or from bottom to top.

Line A Line B Line C Line D Line E

𝑤0 [m] 0.0 1.0E−5 1.0E−5 0.0 0.0
𝑡𝑙0 [m3] 0.0 1.0E−16 1.0E−16 0.0 0.0
𝑘𝑏; 𝑘𝑡 [m] 1.0E−6; 1E−6 0.0; 1E−6 1.0E−6; 1.0E−6 1.0E−6; 0.0 0.0; 1.0E−6
𝑑𝑙
0 [m] 0.0 1E−05 1E−05 0.0 0.0

𝜏𝑏; 𝜏 𝑡 [1/m] 1.0; 1.0 0.0; 1.0 1.0; 1.0 1.0; 0.0 1.0; 0.0

𝜎𝑛0 [Pa] 1.5E+5 1.5E+4 1.5E+4 1.5E+4 1.5E+4
𝑟𝑛0; 𝑟𝑛𝑐 [m] 1.5E−9; 1.5E−4 1.5E−10; 1.5E−5 1.5E−10; 1.5E−5 1.5E−10; 1.5E−5 1.5E−10; 1.5E−5
𝜎𝑙0 [Pa] 2.0E+6 2.0E+5 2.0E+5 2.0E+5 2.0E+5
𝑟𝑙0; 𝑟𝑙𝑐 [m] 2.0E−8; 2.0E−3 2.0E−9; 4.0E−4 2.0E−9; 2.0E−4 2.0E−9; 2.0E−4 2.0E−9; 1.0E−4
Fig. 13. Case C – Time evolution of the gas injection pressure, the gas and water mass
outflows, and the Crack Mouth Opening Displacement (CMOD).

of 𝑡𝑙0, the gas pressure at all these nodes is practically the same. The
Crack Mouth Opening Displacement (CMOD) is the normal aperture of
the first interface element along line A. The gas and water outflows
correspond to the mass rates at which a gas and water species leave
the clay sample through the top boundary. A negative water outflow
indicates that water is being absorbed by the sample. These curves
are complemented by Fig. 14, which shows the deformed geometry
and contour plots of gas phase pressure, liquid phase pressure and
liquid saturation degree at four characteristic times, namely, when the
maximum injection pressure is reached (0.15 Ms), just before and just
after the crack reaches the top plate (0.236 and 0.24 Ms), and at the
end of the first injection stage (0.6 Ms).

Between the beginning of the injection and time 0.15 Ms, the gas
injection pressure grows monotonically until reaching its maximum
12
value. This pressure increase is accompanied by a separation of the
bottom side interface, which occurs at the expense of compressing
the clay sample against the top and lateral loading plates, inducing
shear stress/displacements along the lateral interface elements. Part of
the gas injected during this period is accumulated in the void volume
created in that way, while the remaining part invades the clay sample.
The gas invasion occurs both into the pore space of the bulk clay
(dissolved in the pore water and as a separate phase) and into the crack
induced by the gas pressure. The progressive decline of the injection
pressure rate is mainly explained by the propagation of the crack,
which increases the storage capacity and the overall permeability of
the clay sample. The ‘room’ necessary for the formation of the crack
and the separation of the bottom side interface is created by reduction
of the pore space in the bulk clay material in a consolidation process
accompanied by water expulsion.

After the peak, the injection pressure progressively decreases until
time 0.236 Ms, when the crack reaches the top plate and a sudden
pressure drop occurs. At this time, the crack connects the injection
locus at the bottom of the sample with the gas sink at the top, con-
stituting a preferential path for gas flow. Consequently, a sharp raise
of the gas outflow is observed, mainly fed by gas previously stored
in the bottom contact interface and in the crack. Qualitatively similar
sharp break-through events were experimentally observed by Horse-
man et al. (1999), Graham et al. (2016), Daniels and Harrington (2017),
Harrington et al. (2017, 2019) and Gutiérrez-Rodrigo et al. (2021).

Because of the gas pressure drop, the bulk clay is decompressed
and partially re-saturated, as it is reflected in the negative values of
the water outflow curve. The gas and water outflow extreme values
are far out of the plotted ranges, reaching values of 8 × 10−8 and
−16 × 10−7 kg∕s, respectively. After this first break-through event, the
system goes through a cycle of damped oscillations before smoothly
converging to a steady state as the gas outflow converges to the
injection rate value. These oscillations are highlighted in the injection
pressure plot, but they can also be observed in the gas and water
outflow plots. From the mechanical point of view, the oscillations are
associated to partial closure and reopening of the crack tip. Notably,
oscillatory or intermittent outflows after break-through events are also
observed experimentally (Graham et al., 2016; Daniels and Harrington,
2017; Harrington et al., 2017, 2019). Moreover, a detailed analysis of
stress perturbation events indicates that the intermittent outflows are
correlated with the opening and closing of cracks (Harrington et al.,
2019).

The injection shut-off at time 0.6 Ms, leads to a decrease of the
gas pressure at the injection locus as gas continues flowing out of the
sample through the top side. The gas pressure decrease is accompanied
by the progressive closure of the crack. At time 1.0 Ms, when the
gas injection pressure reaches 𝑝𝑔 ≈ |

|

𝜎𝑖𝑛𝑖|| = 4.5 MPa, the crack is
almost completely closed and, consequently, the dissipation of the gas
overpressure slows down significantly, driven only by the gas transport
processes in the continuum elements. Self-sealing of gas pathways
following reduction of the injection rate/pressure has been reported in
different gas migration tests by Horseman et al. (1999), Graham et al.
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Fig. 14. Case C – Deformed geometry (scaled ×2), gas phase pressure, liquid phase pressure, and liquid saturation degree at four characteristic times.
(2016), Daniels and Harrington (2017), Harrington et al. (2019) and
Gutiérrez-Rodrigo et al. (2021).

At time 1.2 Ms, the gas injection is restarted. In this second injection
stage, the evolution curves show similar features to that of the first
stage, although with some significant differences. Namely, the maxi-
mum injection pressure and the time required to connect the bottom
and top plates with the crack are smaller, and the oscillations after
the break-through event practically disappear. These differences are at-
tributed to the fact that the initial conditions are different in each case.
On one hand, the gas overpressure resulting from the first injection is
not completely dissipated during the shut-off stage, and, therefore, less
injection time is needed in the second injection stage to reach critical
pressure values. On the other hand, the interface elements along lines
A, B, D and E offer less or no resistance to opening/sliding during
the second injection, since they have been damaged during the first
injection stage. Comparable reduction of the break-through pressure
in second injections was systematically observed in tests conducted
by Gutiérrez-Rodrigo et al. (2021) in compacted bentonite.

This example makes it possible to appreciate the enrichment of
the conventional PHM FE model for bulk clay by the introduction
of the new zero-thickness interface elements for representing both
macroscopic cracks inside the clay specimen and the distinct behaviour
of the interfaces between the specimen and the experimental testing
device. Now, in addition to the diffusion/advection of dissolved gas and
the two-phase flow mechanisms of the original model, the new model is
capable of automatically activating the gas fracturing mechanism when
the conditions are met. Moreover, the explicit representation of the
clay–device interfaces, which is not possible with any of the modelling
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approaches reviewed in the introduction, reveals that actual boundary
conditions of the clay specimens during gas injection tests may differ
significantly from the nominal ones.

6.2.2. Case D
This example aims at demonstrating the ability of the model to

reproduce non-straight and branching cracking paths. For this purpose,
a similar problem definition as for Case C is considered, but using
a different FE mesh and introducing changes in the flow boundary
conditions. The new FE mesh is shown in Fig. 12b, where the labels
of the interface element lines correspond to the material parameters
given in Table 1. Note in that figure, that the back-pressure filter
has been reduced to 1/6 of the top side length of the sample (line C
in Fig. 12b), the bottom injection filter has been removed, and that
interface elements have been introduced in between all the continuum
clay elements. The gas injection is performed with the same mass rate
as for Case C (1 μg/s), but at a single mid-plane node indicated by a
red arrow in Fig. 12b, instead of uniformly distributed along the bottom
side of the sample. Additionally, in order to reduce the computational
cost, the liquid pressure is fixed in all the domain.

Since the crack can propagate only along the interface elements, the
discretisation of the sample will determine the potential cracking paths
and, consequently, the geometric characteristics of the FE mesh will
have an influence on the results. In order to explore the mesh sensitivity
of the proposed example, the simulation is repeated using three other
FE meshes shown in Fig. 15. The notation of the meshes indicates the
number of elements along one side of the sample, and the structured
(s) or unstructured (u) nature of the mesh. Mesh 24s is the same mesh
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Fig. 15. Case D – FE meshes considered for sensitivity analysis. The red lines represent the crack geometry at the end of the simulation. The varying thickness of the lines
corresponds to the normal crack aperture (𝑟𝑛) magnified by ×5.5. The blue segment indicates the position of the gas sink.
Fig. 16. Case D – Time evolution of the gas injection pressure and the gas mass outflow
obtained with four different FE meshes.

shown in Fig. 12b. Mesh 24u was obtained by forcing a circular mesh
line in the centre of the sample.

The results obtained are presented in Fig. 16 in terms of the time
evolution of the gas injection pressure and the gas mass outflow
through the back-pressure filter. The crack geometry at the end of
the simulation is shown in Fig. 15 for the four different FE meshes
considered.

The value and time of the injection pressure peaks are very similar
with the four different meshes. This peak corresponds to the initiation
of the crack propagation into the sample. The effect of the mesh can
only be appreciated in the post-peak behaviour.

Consider first the structured meshes 18s, 24s and 30s. Although the
final crack geometry in the three cases are very similar (Fig. 15), it is
apparent from the injection pressure curves, that the model response
is ‘embrittled’ as the mesh size is reduced, in the sense that the crack
reaches more rapidly the back-pressure filter. The coarser the mesh, the
more unlikely that the optimal (minimum energy) cracking path can
be accurately reproduced by the model, and, consequently, additional
mechanical work needs to be invested to propagate the crack.
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Compare now the results obtained with meshes 24s and 24u, which
have similar element size, but one is structured and the other unstruc-
tured. Although the crack geometries obtained with these meshes are
quite different, the time evolution curves of the injection pressure and
gas outflow are very similar until well past the post-peak zone. The
injection pressure curve of mesh 24u shows a similar drop when the
crack reaches the back-pressure filter, but then it occurs 0.02 Ms before.
This difference is explained (at least in part) by the fact that the last part
of the crack propagation is developed along the top clay–plate interface,
which has 1/10 of the tensile strength of the bulk material.

As for Case C, a cycle of oscillations in the gas injection pressure
and outflow is obtained after the break-through event, for all four
different meshes. These oscillations are associated to partial closure and
reopening of the crack tip(s).

7. Conclusion

A model has been presented which aims at simulating gas migration
in water saturated clay. This model extends a pre-existing two-phase
two-species HM model for bulk porous media in order to explicitly rep-
resent existing or potential discontinuities by means of zero-thickness
interface elements. For this purpose, a new PHM triple-node zero-
thickness interface element has been developed. The model is now able
to simultaneously simulate the diffusion and advection of dissolved gas
and the displacement of the liquid phase filling the clay pores by the
invading gas, together with the localised gas flow along macroscopic
cracks induced and propagated by the gas pressure.

The model advances the state of the art by having the following
characteristics:

• The explicit representation of the PHM behaviour of sample–
device interfaces.

• The initiation and propagation of macroscopic gas cracks inside
the water saturated bulk material.

• The modification of the flow patterns inside the bulk material as
a consequence of the localised flows along the cracks.

• The sharp drop of the gas injection pressure when the gas crack
reaches the back-pressure filter, followed by some fluctuations
before reaching a steady state.

• The closure (self-sealing) of the gas cracks when the gas injection
ceases.

With these advances, the proposed model configures a powerful
tool to assess/explore the effect of induced cracks and sample–device
interfaces on the migration gas in saturated clay.

Nonetheless, further developments are still necessary to allow a
quantitative validation of the model, e.g. implementation of the path-
way dilation mechanism, introduction of variability/heterogeneity of
the material properties, and extension to 3D. Moreover, in order to
reduce the computational cost of the proposed modelling approach,
a new numerical strategy would be advantageous to introduce (or
activate previously introduced) interface elements only where/when
they are needed to represent the formation of cracks.
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ppendix A. Double- and triple-node interface elements

The formulation of double-node interface elements is developed
nder the assumption that the fluid pressure inside the discontinuity
s approximately equal to the average between top and bottom face
ressures, i.e.

𝜋 ≈
𝑝𝑏𝜋 + 𝑝𝑡𝜋

2
(A.1)

In order to assess the validity of this assumption, let us consider the
mass balance Eqs. (26) and (27) for a steady state:

𝜕𝑞𝑙𝜍
𝜕𝑙

− 𝑞𝑏𝜍 − 𝑞𝑡𝜍 = 0 for 𝜍 = w, g (A.2)

Introduction of Eqs. (29)–(34) in this expression leads to:

𝜕
𝜕𝑙

(

𝜌𝜋𝑇
𝑙
𝜋
𝜕𝑝𝜋
𝜕𝑙

)

− 𝜌𝜋𝐾
𝑡
𝜋
(

𝑝𝜋 − 𝑝𝑏𝜋
)

− 𝜌𝜋𝐾
𝑡
𝜋
(

𝑝𝜋 − 𝑝𝑡𝜋
)

= 0 for 𝜋 = 𝑤, 𝑔

(A.3)

where 𝑇 𝑙
𝜋 = 𝑘𝜋,𝑟𝑡𝑙∕𝜇𝜋 and 𝐾 𝑡

𝜋 = 𝑘𝜋,𝑟𝑘𝑡∕𝜇𝜋 . For the sake of simplicity, the
gas dissolved in the liquid phase has been neglected and the bottom and
top transversal hydraulic coefficients are assumed to be equal. Finally,
after some algebra, the following expression is obtained:

𝑝𝜋 −
𝑝𝑏𝜋 + 𝑝𝑡𝜋

2
=

𝑇 𝑙
𝜋

2𝐾 𝑡
𝜋

𝜕2𝑝𝜋
𝜕𝑙2

+ 1
2𝐾 𝑡

𝜋

𝜕𝑇 𝑙
𝜋

𝜕𝑙
𝜕𝑝𝜋
𝜕𝑙

+
𝑇 𝑙
𝜋

2𝐾 𝑡
𝜋𝜌𝜋

𝜕𝜌𝜋
𝜕𝑝𝜋

(

𝜕𝑝𝜋
𝜕𝑙

)2
(A.4)

Note that the significance of the right hand side terms in this equation
determines the accuracy of the average pressure assumption (Eq. (A.1)).
From them, it can be concluded, that for a given longitudinal pressure
profile, the difference between the results obtained with triple-node
elements and the results obtained with double-node elements will be
mainly determined by the longitudinal and transversal hydraulic con-
ductivities 𝑇 𝑙

𝜋 and 𝐾 𝑡
𝜋 . The higher 𝐾 𝑡

𝜋 and the lower 𝑇 𝑙
𝜋 , the more similar

the results obtained with both kinds of interface elements. A similar
conclusion was drawn by Segura and Carol (2004) after comparing the
performance of triple- and double-node elements for modelling water
15

flow in a discontinuous medium.
Appendix B. Interface element formulation

Nodal unknowns

The nodal unknowns vector 𝐮̄ of the interface element depicted in
ig. 8 is defined as follows:

̄ =

⎡

⎢

⎢

⎢

⎣

𝐱̄
𝐩̄𝑤
𝐩̄𝑔

⎤

⎥

⎥

⎥

⎦

with 𝐱̄ =

[

𝐱̄𝑏

𝐱̄𝑡

]

and 𝐩̄𝜋 =

⎡

⎢

⎢

⎢

⎣

𝐩̄𝑏𝜋
𝐩̄𝑡𝜋
𝐩̄𝑚𝜋

⎤

⎥

⎥

⎥

⎦

(B.1)

where vectors 𝐱̄ and 𝐩̄𝜋 (𝜋 = 𝑤, 𝑔) store the nodal coordinates, liquid
phase pressures and gas phase pressures, respectively. The superindexes
𝑏, 𝑡, and 𝑚 indicate if the nodes correspond to the bottom face, top face
or mid-plane of the element. The components of the unknowns vectors
are the following:

𝐱̄𝑏 =
[

𝑥𝑏1 𝑦𝑏1 𝑥𝑏2 𝑦𝑏2 𝑥𝑏3 𝑦𝑏3
]𝖳 (B.2)

𝐱̄𝑡 =
[

𝑥𝑡1 𝑦𝑡1 𝑥𝑡2 𝑦𝑡2 𝑥𝑡3 𝑦𝑡3
]𝖳 (B.3)

𝐩̄𝑏𝜋 =
[

𝑝𝑏𝜋1 𝑝𝑏𝜋2 𝑝𝑏𝜋3
]𝖳 (B.4)

𝐩̄𝑡𝜋 =
[

𝑝𝑡𝜋1 𝑝𝑡𝜋2 𝑝𝑡𝜋3
]𝖳 (B.5)

𝐩̄𝑚𝜋 =
[

𝑝𝑚𝜋1 𝑝𝑚2𝜋 𝑝𝑚3𝜋
]𝖳 (B.6)

In addition to the independent nodal unknowns, dependent un-
knowns are defined for later convenience. The coordinates of the
mid-plane nodes are obtained from the bottom and top coordinates as
follows:

𝐱̄𝑚 = 1
2
(

𝐱̄𝑏 + 𝐱̄𝑡
)

= 1
2
[

𝐈6 𝐈6
]

𝐱̄ (B.7)

where 𝐈6 is the 6 × 6 identity matrix.
Similarly, the relative displacements between opposites nodes (in

the global basis) are given by:

𝐚̄ = 𝐱̄𝑡 − 𝐱̄𝑏 =
[

−𝐈6 𝐈6
]

𝐱̄ (B.8)

Finally, the transversal pressure jumps between the bottom and top
face nodes and the mid-plane nodes are obtained as follows:

𝐩̌𝑏𝜋 =
(

𝐩̄𝑚𝜋 − 𝐩̄𝑏𝜋
)

=
[

−𝐈3 𝟎3 𝐈3
]

𝐩̄𝜋 (B.9)

𝐩̌𝑡𝜋 =
(

𝐩̄𝑚𝜋 − 𝐩̄𝑡𝜋
)

=
[

𝟎3 −𝐈3 𝐈3
]

𝐩̄𝜋 (B.10)

where 𝟎3 and 𝐈3 are the 3 × 3 null and identity matrix, respectively.

Local basis

The local axes are defined along the mid-plane between the two
discontinuity faces. The axis 𝐞𝑙 is tangent to the mid-plane. The axis 𝐞𝑛
is normal to 𝐞𝑙. In addition, the isoparametric coordinate 𝜉 is defined
along the mid-plane such that its value is equal to −1 at the first node,
0 at the central node, and 1 at the last node.

Then, the local axes at a mid-plane point of coordinates 𝐱𝑚 =
[

𝑥𝑚 𝑦𝑚
]𝖳 are given by:

𝐞𝑙 =
1
|𝐉|

𝜕𝐱𝑚
𝜕𝜉

= 1
|𝐉|

[

𝜕𝑥𝑚

𝜕𝜉
𝜕𝑦𝑚

𝜕𝜉

]𝖳

(B.11)

𝐞𝑛 =
1
|𝐉|

[

−
𝜕𝑦𝑚

𝜕𝜉
𝜕𝑥𝑚

𝜕𝜉

]𝖳

(B.12)

with

|𝐉| =

√

(

𝜕𝑥𝑚

𝜕𝜉

)2
+
(

𝜕𝑦𝑚

𝜕𝜉

)2
(B.13)

The global coordinates of the mid-plane point of isoparametric
coordinate 𝜉 are obtained from the global coordinates of the mid-plane
nodes as follows:

𝑥𝑚 =
3
∑

𝑁𝑖(𝜉)𝑥𝑚𝑖 ; 𝑦𝑚 =
3
∑

𝑁𝑖(𝜉)𝑦𝑚𝑖 (B.14)

𝑖=1 𝑖=1
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where 𝑁𝑖(𝜉) is the interpolation function of the mid-plane node 𝑖.
Therefore,

𝜕𝑥𝑚

𝜕𝜉
=

3
∑

𝑖=1

𝜕𝑁𝑖
𝜕𝜉

𝑥𝑚𝑖 ;
𝜕𝑦𝑚

𝜕𝜉
=

3
∑

𝑖=1

𝜕𝑁𝑖
𝜕𝜉

𝑦𝑚𝑖 (B.15)

The local basis makes it possible to compute the components of rel-
ative displacement vector 𝐫 from the global coordinates of the bottom
and top faces with the following expressions:

𝑟𝑛 = 𝐞𝑛 ⋅
(

𝐱𝑡 − 𝐱𝑏
)

= 𝐞𝑛 ⋅ 𝐚; 𝑟𝑙 = 𝐞𝑙 ⋅ 𝐚 (B.16)

or with the following equivalent matrix form:

𝐫 = 𝐑𝐚, where 𝐑 = 1
|𝐉|

⎡

⎢

⎢

⎢

⎣

−𝜕𝑦𝑚

𝜕𝜉
𝜕𝑥𝑚

𝜕𝜉
𝜕𝑥𝑚

𝜕𝜉
𝜕𝑦𝑚

𝜕𝜉

⎤

⎥

⎥

⎥

⎦

(B.17)

nterpolation functions and matrices

The same interpolation functions 𝑁𝑖 are employed for the mechan-
cal and the hydraulic problems, namely:

1 =
1
2
𝜉 (𝜉 − 1) ; 𝑁2 =

(

1 − 𝜉2
)

; 𝑁3 =
1
2
𝜉 (𝜉 + 1) (B.18)

With these functions the following interpolation matrices are con-
structed:

𝐍𝑥 =

[

𝑁1 0 𝑁2 0 𝑁3 0

0 𝑁1 0 𝑁2 0 𝑁3

]

(B.19)

𝐍𝑝 =
[

𝑁1 𝑁2 𝑁3
]

(B.20)

hese matrices are used as follows to interpolate the mid-plane coor-
inates, the relative displacements, the fluid pressures, and transversal
ressure jumps, from the nodal unknown vectors 𝐱̄ and 𝐩̄𝜋 :

𝑚 =𝐍𝑥𝐱̄𝑚 = 1
2
𝐍𝑥 [𝐈6 𝐈6

]

𝐱̄ (B.21)

𝐫 =𝐑𝐍𝑥𝐚̄ = 𝐑𝐍𝑥 [−𝐈6 𝐈6
]

𝐱̄ = 𝐁𝑥𝐱̄ (B.22)

𝑝𝑚𝜋 =𝐍𝑝𝐩̄𝑚𝜋 = 𝐍𝑝 [𝟎3 𝟎3 𝐈3
]

𝐩̄𝜋 = 𝐁𝑚𝐩̄𝜋 (B.23)

𝑝̌𝑏𝜋 =𝐍𝑝𝐩̌𝑏𝜋 = 𝐍𝑝 [−𝐈3 𝟎3 𝐈3
]

𝐩̄𝜋 = 𝐁̌𝑏𝐩̄𝜋 (B.24)

𝑝̌𝑡𝜋 =𝐍𝑝𝐩̌𝑡𝜋 = 𝐍𝑝 [𝟎3 −𝐈3 𝐈3
]

𝐩̄𝜋 = 𝐁̌𝑡𝐩̄𝜋 (B.25)

The fluid phase pressure gradients along the mid-plane, which are
required to compute the longitudinal mass flows of gas and water
species, are obtained with the following expressions:
𝜕𝑝𝑚𝜋
𝜕𝑙

= 𝜕𝐁𝑚

𝜕𝑙
𝐩̄𝜋 (B.26)

here
𝜕𝐁𝑚

𝜕𝑙
= 1
|𝐉|

𝜕𝐍𝑝

𝜕𝜉
[

𝟎3 𝟎3 𝐈3
]

(B.27)

odal forces and mass flows

The nodal force and mass flow vector 𝐟 is defined as follows:

̄ =

⎡

⎢

⎢

⎢

⎣

𝐟𝑥
𝐟w
𝐟g

⎤

⎥

⎥

⎥

⎦

(B.28)

The nodal force vector 𝐟𝑥 [N] is obtained after applying the Principle
f Virtual Work (PVW) to the integral form of Eq. (17):

𝑥 = ∫𝑙𝑚𝑝
(𝐁𝑥)𝖳 𝝈′𝑑𝑙 − ∫𝑙𝑚𝑝

(𝐁𝑥)𝖳 𝐦𝑝𝑚𝑠 𝑑𝑙 (B.29)

Similarly, the nodal mass flows 𝐟𝜍 [kg/s] (𝜍 = w, g) are obtained from
he mass balance equations for water and gas species (Eqs. (4) and (5)):

𝜍 = (𝐁𝑚)𝖳𝑞𝑠𝜍𝑑𝑙 −
( 𝜕𝐁𝑚 )𝖳

𝑞𝑙𝜍𝑑𝑙
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∫𝑙𝑚𝑝 ∫𝑙𝑚𝑝 𝜕𝑙
−∫𝑙𝑚𝑝

(

𝐁̌𝑏
)𝖳

𝑞𝑏𝜍𝑑𝑙 − ∫𝑙𝑚𝑝

(

𝐁̌𝑡
)𝖳

𝑞𝑡𝜍𝑑𝑙 (B.30)

In this expression, 𝑞𝑠𝜍 stands for the mass storage rate of species 𝜍, i.e. for
the first terms in Eqs. (4) and (5).

The numerical integration of Eqs. (B.29) and (B.30) follows the
Gauss’ scheme with 𝑛𝑖𝑝 integration points:

𝐟𝑥 =
𝑛𝑖𝑝
∑

𝑖=1
(𝐁𝑥)𝖳 𝝈′

|𝐉|𝑊𝑖 −
𝑛𝑖𝑝
∑

𝑖=1
(𝐁𝑥)𝖳 𝐦𝐁𝑚𝑝𝑚𝑠 |𝐉|𝑊𝑖 (B.31)

𝐟𝜍 =
𝑛𝑖𝑝
∑

𝑖=1
(𝐁𝑚)𝖳𝑞𝑠𝜍 |𝐉|𝑊𝑖 −

𝑛𝑖𝑝
∑

𝑖=1

( 𝜕𝐁𝑚

𝜕𝑙

)𝖳

𝑞𝑙𝜍 |𝐉|𝑊𝑖

−
𝑛𝑖𝑝
∑

𝑖=1

(

𝐁̌𝑏
)𝖳

𝑞𝑏𝜍 |𝐉|𝑊𝑖 −
𝑛𝑖𝑝
∑
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here 𝑊𝑖 is the weight of the integration point 𝑖.

angent stiffness matrix

The numerical solution via a Newton–Raphson iterative strategy re-
uires the computation of the following fully coupled tangent stiffness
atrix:
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